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Abstract

Active music listening is a way of listening to music through active interactions. In this paper we present an expressive brain-computer interactive music system for active music listening, which allows listeners to manipulate expressive parameters in music performances using their emotional state, as detected by a brain-computer interface. The proposed system is divided in two parts: a real-time system able to detect listeners’ emotional state from their EEG data, and a real-time expressive music performance system capable of adapting the expressive parameters of music based on the detected listeners’ emotion. We comment on an application of our system as a music neurofeedback system to alleviate depression in elderly people.
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1. Introduction

In recent years, active music listening has emerged as a study field that aims to enable listeners to interactively control different aspects of music in real-time. Most of the work in this area has focused on controlling music aspects such as playback, equalization, browsing and retrieval. However, there have been very few attempts to control the expressive aspects of music performance, such as pitch, timing, amplitude and timbre. The manipulation of these sound properties is clearly distinguishable by the listeners who often experience strong emotions as a consequence of this. Expressive music performance research (for an overview see Gabrielsson, 1999, 2003) investigates the manipulation of these sound properties in an attempt to understand how it conveys emotion and to recreate expression in performances.

The study of emotions in human-computer interaction has increased in recent years. This is due to the growing need for computer applications capable of detecting the emotional state of users (Picard, 2002). Motivated by every day interaction among humans, a great part of the research in this area has explored detecting emotions from facial and voice information. Under controlled conditions, current emotion-detection computer systems based on such information are able to classify emotions with considerable accuracy (Takahashi, 2004). However, emotions are not always manifested by means of facial expressions and voice information. Facial and voice information is related only to behavioral expression, which can be consciously controlled and modified, and which interpretation is often subjective. A still relatively new field of research in affective brain-computer interaction attempts to detect a person’s emotional state using electroencephalograms (EEGs) (Chanel, 2006; Choppin, 2000).

In this paper we go one step beyond brain activity data sonification by mapping brain activity data into a high-level emotional space description, and use this description to control expressive aspects of music performances. The result is an expressive brain-computer interac-
tive music system for active music listening, which allows listeners to manipulate expressive parameters in music performances using their emotional state, as detected by a brain-computer interface. We describe the application of our system as a music neurofeedback system to alleviate depression in elderly people.

2. A Brain-Computer Music Interface for Music Expression

Our approach to emotion-based expressive brain-computer music interaction is depicted in Figure 1. The system consists of a real-time feedback loop in which the brain activity of a person is captured as an EEG signal, the signal is processed in order to filter some frequency bands and to compute the estimated emotional state of a person as a coordinate in the arousal-valence 2D space. This coordinate, together with a music score or audio file, is the input to a previously trained expressive music performance model, which outputs an expressive rendition of the score/audio. The expressive performance output is presented to the user as feedback of his/her emotional state.

For acquiring the brain activity of the user, we use the Emotiv EPOC headset, recently released by the Emotiv Company (Emotiv, 2014). This headset consists of 14 data-collecting electrodes and 2 reference electrodes, located and labeled according to the international 10-20 system (Niedermeyer, 2004).

From the EEG signal of a person, we determine the level of arousal, i.e. how relaxed or excited the person is, by computing the ratio of the beta and alpha brainwaves as recorded by the EEG. In order to determine the valence level, i.e. negative or positive state of mind, we compare the activation levels of the two cortical hemispheres. Details about arousal and valence calculation can be found in Ramirez et al. 2012.

We trained four expressive performance models (one for each emotion, happy, sad, angry and tender) using machine learning techniques. In order to train the model we have collected a training set of music scores of pieces and recorded performances of the pieces in the four different emotions by a professional musician. The modelled expressive performance actions are duration ratio (ratio between the score duration and the performed duration), the energy ratio (ratio between loudness of a note and average loudness), and articulation ratio (level of staccato - legato).

In order to apply the expressive model with an arousal-valence coordinate as input, we interpolate (using a linear regression model) the four trained (happy, sad, angry and tender) models. This allows us to apply intermediate models, not just the four trained models. The performance actions, i.e. duration, energy and articulation, are calculated using the model and the interpolated coefficients based on a control position input on the arousal valence plane.

Figure 1. System overview
3. A music neurofeedback application

The proposed expressive brain-computer music interface has been applied as a music neurofeedback system for treating depression in elderly people. Ten adults (nine female and one male, mean=84, SD=5.8) with normal hearing participated in the neurofeedback study consisting of ten sessions (two sessions per week) of fifteen minutes each. Participants listened to music pieces preselected according to their music preferences, and were encouraged to increase the loudness and tempo of the pieces, based on their arousal and valence levels, respectively: Pre and post evaluation of six participants was performed using the BDI depression test, showing an average improvement of 17.2% in their BDI scores at the end of the study.

4. Conclusions

We have presented an expressive brain-computer interactive music system for active music listening, which allows listeners to manipulate expressive parameters in music performances using their emotional state, as detected by their brain activity as an EEG signal. The proposed system is divided into two parts: a real-time system able to detect listeners’ emotional state from their EEG data, and a real-time expressive music performance system capable of adapting the expressive parameters of music based on the detected listeners’ emotion. For acquiring the brain activity of the listener, we use the low-cost Emotiv EPOC headset, and we determine his/her emotional estate by computing arousal and valence values from the alpha and beta waves in the prefrontal cortex. The expressive performance model is trained using recordings of musical pieces in four emotions (happy, relaxed, sad, and angry). The input of the system is the coordinate consisting of the computed instantaneous arousal and valence values. The coefficients of the four expressive models (one for each emotion) are interpolated to obtain the prediction of the performance actions, which serve as input for synthesis. Finally, we have briefly described the application of the proposed system as a music neurofeedback system to alleviate depression in elderly people.
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